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End-users’ concerns
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Work’s objectives

* Main questions:

— How end-users can design and deploy their
application(s)?

— How end-users can execute their application(s) on
DCls?

* Propositions:

— Collection of tools used in design, deployment and
execution

— Integration of these tools in a comprehensive
framework
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méﬂcmiworkﬂow engine

* Moteur server

— Invokes the execution of workflow

services locally or remotely through a
generic interface.

— Enables parameter sweep on input
dataset



Jigsaw for CLIs

 A: Creation of services
— Mapping of complex I/O structures

— Strong data types
— Dynamic generation & hot-deployment
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Jigsaw for CLIs

B: Libraries for transfer and execution
— Support of local and DCls executions

— Applications staging and data transfers

— Integration of non-functional concerns
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Jigsaw for CLIs

e C: Application Programming Interface (API)
for direct execution or external integration
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GASW — DCls execution adaptor

* Dispatches execution of workflow services on
multiple DCls directly or through pilot systems
— EGI
— GRID’5000
— PBS

* Monitors the execution of services
— Pooling the execution status from DCls
— Storing execution information for statistics



Integration of other tools

 DIRAC framework speeds up the execution by
using pilot jobs for resources reservation

* Vlet Toolkit provides unified view of
heterogeneous file systems such as HTTP, FTP,
LFN, local FILEs

 MyProxy Server provides fresh proxy for
authentication to any DCl/service.



Architecture of provided framework

* |Integration
— Front-end

at two levels:
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Conclusions and future work

 Conclusions

— Provides a comprehensive framework for
application lifecycle management

— Enables performing experiments on different
DCls or local servers

— Gives a transparent access to those DCls

e Future work

— Support workflow interoperability with other
scientific workflow languages

— Support additional DCls



